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Abstract 
Purpose: Ambiguity significantly affects the efficiency and accuracy of information 

storage and retrieval systems. This research aims to identify the factors contributing to 

the creation and resolution of ambiguity. 

Methodology: This qualitative study employs a grounded theory approach, involving 18 

subject matter experts selected using a snowball sampling method. Data collection was 

conducted through semi-structured interviews, and analysis was performed using 

MAXQDA 20 software. 

Findings: "Inherent ambiguity" emerged as the most significant causal factor (25%), 

while "intentional ambiguity" and "sentence structural ambiguity" were the least 

significant (8.4%). Among intervening factors, "intentional and unintentional ambiguity" 

accounted for the highest impact (41%), with "inauthentic sources" being the least (7%). 

Conclusion: Ambiguous factors in information systems include written ambiguity, 

semantic ambiguity, structural ambiguity, and inherent ambiguity. This research 

addresses the gap in qualitative studies on ambiguity in such systems, offering insights to 

enhance data retrieval methods. 

Value: Unlike prior quantitative studies focusing on technical aspects, this study provides 

a qualitative exploration of causal and intervening factors of ambiguity, contributing to 

the understanding of challenges in information retrieval. 
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Extended Abstract 

Introduction: Ambiguity is an inherent characteristic of natural language that 

poses significant challenges to information storage and retrieval systems. These 

systems often struggle with ambiguity, which can render retrieved information 

irrelevant or incomprehensible. In the domain of information science, ambiguity 

arises from terminological, syntactic, and semantic variations, which necessitate 

in-depth exploration and resolution strategies. Natural language, being complex 

and context-dependent, is prone to misinterpretation by machines due to its reliance 

on human cognitive abilities such as contextual understanding, semantic 

association, and syntactic organization (Tadin, 2011). For instance, the word 

"shoulder" illustrates semantic ambiguity, as it can mean a human body part, a 

roadside area for vehicles, or a tool used in hair arrangements. Humans intuitively 

disambiguate such words based on context, but machines lack this innate ability 

and require advanced algorithms to interpret meaning correctly. The inability to 

resolve ambiguity often results in search engines retrieving irrelevant pages, 

frustrating users and reducing system efficiency. Given these challenges, it 

becomes essential to identify the causal and intervening factors contributing to 

ambiguity in information retrieval systems. By addressing these factors, 

researchers and practitioners can develop strategies to enhance the functionality 

and accuracy of such systems. This study seeks to fill a gap in the existing literature 

by qualitatively exploring these factors, providing new insights that complement 

previous technical and quantitative studies. 

 

Purpose: The primary objective of this study is to explore and identify the 

ambiguous causal and intervening factors in information storage and retrieval 

systems. The study aims to address the following key questions: 

What are the main factors causing ambiguity in information retrieval systems? 

What are the intervening factors that exacerbate the effects of ambiguity in these 

systems? The findings of this research are expected to benefit various fields, 

including linguistics, artificial intelligence, computer science, and information 

technology. By identifying and addressing ambiguity-related challenges, this 

research aims to enhance the user experience and efficiency of information retrieval 

systems. 

 

Methodology: This study adopts a qualitative research approach, employing 

grounded theory as the primary methodological framework. Grounded theory was 

chosen for its ability to generate insights from qualitative data systematically, 

enabling the identification of causal and intervening factors that contribute to 

ambiguity. The research participants included 18 experts in fields relevant to 

information retrieval, selected through snowball sampling to ensure access to 

informed opinions. Data were collected using semi-structured interviews, which 

allowed participants to provide detailed and nuanced responses. These interviews 

were analyzed using MAXQDA 20 software, facilitating the coding and 

categorization of themes into causal and intervening factors. 

The coding process consisted of three stages: 

Open Coding: Concepts were identified and categorized based on interview data. 

Axial Coding: Relationships between the categories were established to reveal 

patterns and hierarchies. 
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Selective Coding: Core categories were identified, and their significance was 

assessed based on the frequency and emphasis in the data. 

Findings: The analysis revealed two primary categories of factors affecting 

ambiguity in information retrieval systems: causal factors and intervening factors. 

1. Causal Factors of Ambiguity 

Inherent Ambiguity (25%): This was the most prominent category, 

encompassing ambiguities that naturally arise due to the multifaceted nature of 

language. 

Written Ambiguity (16.5%): Ambiguities that stem from inconsistencies or 

variations in written text. 

Semantic Ambiguity of Words (12.5%): Instances where words have multiple 

meanings depending on context. 

Spoken Ambiguity (12.5%): Ambiguities arising from verbal communication, 

often due to pronunciation or intonation variations. 

Structural Ambiguity in Data (16.7%): Issues arising from the organization and 

presentation of data. 

Intentional Ambiguity (4.8%): Ambiguities deliberately introduced, often for 

creative or strategic purposes. 

Sentence Structural Ambiguity (4.8%): Ambiguities resulting from sentence 

construction or grammar. 

2. Intervening Factors in Ambiguity 

Intentional Ambiguity (41%): Deliberate ambiguities that impact the retrieval 

process. 

Unintentional Ambiguity (41%): Ambiguities arising from errors or 

unintentional oversights in data or system design. 

Information Retrieval Algorithms (12%): Limitations in algorithmic 

capabilities to process and resolve ambiguous inputs. 

Inauthentic Sources (6%): Unreliable or invalid sources of information that 

introduce inconsistencies. 

The data indicate that "inherent ambiguity" plays the most critical role in causing 

ambiguity, while "intentional and unintentional ambiguity" dominate as intervening 

factors. 

The findings underscore the complexity of ambiguity in information retrieval 

systems. "Inherent ambiguity," being a fundamental characteristic of natural 

language, requires comprehensive strategies for effective resolution. Similarly, 

intervening factors such as intentional and unintentional ambiguities highlight the 

need for better design and validation of algorithms and data sources. 

The research also emphasizes the role of contextual understanding in 

disambiguation. Human cognition excels in interpreting ambiguous inputs by 

leveraging context, prior knowledge, and situational cues. Translating these 

cognitive processes into machine-readable algorithms remains a significant 

challenge. 
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Table 1. Data extracted from ambiguous causal factors in information retrieval systems 

Class Category Abundance Percent 

C
au

sa
l 

fa
ct

o
rs

 o
f 

am
b
ig

u
it

y
 

Written ambiguity 4 16/5 

The semantic ambiguity 

of words 
3 12/5 

Intentional ambiguity 2 4/8 

Inherent ambiguity 6 25 

Speech ambiguity 3 12/5 

Sentence structural 

ambiguity 
2 4/8 

Structural ambiguity in 

the data 
4 16/7 

Total  24 %100 

 
Table 2. Ambiguous intervening factors in information retrieval systems 

Class Category Abundance Percent 

In
te

rv
en

in
g
 f

ac
to

rs
 

in
 a

m
b
ig

u
it

y
 

Intentional ambiguity 7 41 

Unintentional ambiguity 7 41 

Information retrieval 

algorithms 
2 12 

Inconvenient sources 1 6 

Total  17 %100 

 

Conclusion: This study provides a qualitative exploration of the ambiguous causal and 

intervening factors in information retrieval systems. The results identify key categories of 

ambiguity, offering a framework for addressing these challenges through improved system 

design and algorithmic development. 

The findings have practical implications for professionals in linguistics, artificial 

intelligence, and information technology. By addressing ambiguity at both the causal and 

intervening levels, these systems can be optimized to deliver more accurate and relevant 

results. 

 

Value: Unlike previous studies, which predominantly focus on quantitative analyses and 

technical aspects of ambiguity, this research employs a grounded theory approach to 

explore the underlying causes and effects qualitatively. This novel perspective contributes 

to a deeper understanding of ambiguity in information retrieval systems, addressing a 

critical gap in the literature. The insights gained from this study can inform the 

development of more robust algorithms and methodologies for disambiguation, ultimately 

enhancing the efficiency and user experience of information retrieval systems. 

Keywords: ambiguity, causal factors, interfering factors, information retrieval systems 
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